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Abstract:  

This chapter reviews the literature on both financial incentives and non-monetary motivations 

(social preferences) that affect effort and performance in the labor market. Neo-classical theory 

implies that higher levels of financial incentives should monotonically increase effort.  While 

this is true over much of the wage range, experimental and applied evidence shows that both 

very low and very high levels of incentives can violate this theory. Low levels of pay may crowd 

out intrinsic motivation, while high levels of pay may cause involuntary arousal, or “choking”, 

that reduces performance; however, recent literature has sometimes found contradictory evidence 

on these effects. Social preferences for fairness and reciprocity also impact the effort decisions of 

workers. With respect to wage changes, the literature shows that negative reciprocity is typically 

considerably stronger than positive reciprocity. Additionally, perceptions of fairness in terms of 

co-worker wages can impact effort. Taken as a whole, the behavioral effects of financial and 

non-financial motivators depend heavily on the context of the labor market and the types of 

workers and tasks involved. 
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1. Introduction 

What are the motivations that underlie effort and performance in the labor market and 

elsewhere?  This chapter will discuss both financial and social-preference motivations 

as factors that affect behavior, considering also worker responses in experimental labor 

environments.  The review will consist primarily of experimental papers and will depart from the 

standard neo-classical viewpoint in that it will be clear that financial factors alone cannot explain 

the observed behavior.  

The standard view in economics is that stronger financial incentives should induce higher 

levels of effort, and that people should only be concerned with maximizing their own monetary 

resources.  However, experimental evidence on financial incentives and the prevalence of 

charitable contributions have long called these assumptions into question.  This chapter will 

begin with a review of the effects of financial incentives on effort, focusing on the unusual 

behavioral impacts of very low and very high levels of pay. There is experimental evidence that 

paying small amounts for performance may be worse than paying nothing at all and relying on an 

individual’s sense of honor or responsibility, although there is dissenting evidence from other 

studies.  There is also evidence that very high levels of performance-based pay can adversely 

affect performance, perhaps representing the effect of the extreme pressure that could be present. 

However, the recent literature suggests that the context of the labor market impacts whether 

these effects occur. 

The chapter then proceeds to discuss non-financial motivators for effort and performance. 

The social-preference literature discusses when and how people will trade off their own material 

wealth to help or hurt others.  This is a vast literature and this review can only provide a snapshot 

of the theory and the applications.  In addition to discussing the role of social preferences in 

worker-firm relationships, this chapter will also review unusual behavioral impacts. The chapter 

then closes with a more general discussion of worker responses to various wage circumstances, 

including wage cuts, wage raises, and wage inequality between workers. Note that while identity 

and group membership are important considerations for worker productivity, these topics are 

omitted here; see instead the chapter by Li titled “Group identity, in-group favoritism, and 

discrimination” and also Charness and Chen (2019). 
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2. Financial incentives and performance 

 Economists generally expect that increasing financial incentives for performance should 

increase effort and productivity.  This is a central assumption in the neoclassical principal-agent 

model, which forms the basis for analyzing effort in personnel economics. This model assumes 

that workers have increasing and convex costs of effort, and that they set the marginal cost of 

effort equal to the marginal benefit (i.e., the piece rate) to determine the optimal level of effort. 

This implies that increasing the piece rate monotonically increases effort. Indeed, the solution to 

the traditional model indicates that the principal should sell the job to the worker, thereby 

providing a 100% piece rate and leading to the efficient level of effort (Jensen and Meckling 

1976). 

 A large body of theoretical and applied work has emerged out of this basic principal-

agent model to analyze the impact of various types of incentives on effort. Indeed, many forms 

of compensation contracts are found in practice, including fixed wages per hour, salaries, 

performance-based pay and bonuses, team-based pay, and tournaments. The scope of this chapter 

will be limited primarily to relationships between a single worker and a firm, and thus will not 

cover in detail team-based or tournament-based pay schemes which must consider the effort and 

pay of multiple workers at once.  

 Applied work has generally confirmed that in practice, productivity increases when firms 

move from fixed payments to performance-based pay. Perhaps most famously, Lazear (2000) 

analyzes administrative data from the Safelite Glass windshield repair company during their 

transition from hourly wages to piece rates. After controlling for various observable 

characteristics including seasonal effects and long-term trends in productivity, he finds that 

output increases by about 44% when the firm moves to performance-based pay.  

Similar results supporting the link between incentives and effort have been found in 

experimental environments. For example, Dickinson (1999) runs a lab experiment in which 

subjects are paid piece rates to transcribe paragraphs of text. Piece rates are varied both up and 

down over the course of multiple work sessions, and subjects on average show improvements in 

productivity when piece rates are increased. Dohmen and Falk (2011) also find that offering 

performance pay increases output, but do so in an environment with self-sorting of subjects into 

fixed pay or piece rates. In addition to the pure incentive effect (a higher marginal benefit of 
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effort leads to higher effort), the authors suggest that the performance differences are strongly 

driven by sorting effects: higher productivity subjects sort into variable pay schemes rather than 

fixed pay schemes. This echoes the result of Lazear (2000), who finds that roughly half of the 

44% productivity increase at Safelite under piece rates could be attributed to attracting and 

retaining workers with higher productivity. 

 These papers among many others have solidified the received wisdom that in general, 

effort and performance typically increase with financial rewards.  However, there are certain 

contexts in which it seems that increasing incentive pay does not monotonically increase effort.  

In some cases, there may be a negative effect from increased financial incentives, particularly at 

the extremes of the incentive-pay distribution.  Really small performance incentives can elicit 

lower effort than no incentive pay at all, and very high performance pay can also be ineffective.  

In the first case, the thrust of the story is that when people are motivated by intrinsic motivation 

to perform a task, providing extrinsic motivation can change the perception of the activity and 

thereby crowd out the original intrinsic motivation.  In the second case, people may choke under 

pressure or even have a backward-bending labor supply curve at very high rates of 

compensation.  People are motivated by many factors besides financial incentives, and these 

alternative motivations can interact with the level of pay generosity in ways not predicted by 

standard economic theory.  

2.1. Paying too little 

 A primary way in which low incentive pay can elicit worse effort than no pay is by 

crowding out intrinsic motivation. Titmuss (1970) made this point in the context of blood 

donations, arguing that paying blood donors would reduce the amount and quality of donations. 

He argued that individuals are already intrinsically motivated to donate, meaning that they do the 

task purely for the internal satisfaction, rather than for any external reward.  

A strand of psychology literature emerged exploring this crowding-out effect, which 

generally found that monetary incentives reduced intrinsic motivation to perform a task (see Deci 

et al. 1999 for a meta-analytic review of early research on this topic). The outcomes of interest to 

the psychologists shaping this literature were quite different from those of the economics 

literature that would later emerge: these psychology studies typically directly measured intrinsic 

motivation through survey questions or measured how long subjects continued voluntarily to 
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perform a task after monetary incentives were removed. In contrast, economists became more 

interested in whether providing small monetary incentives during an intrinsically-rewarding task 

could reduce effort or output compared to no monetary incentives. 

The insight for a financial incentive changing the perceived nature of an activity can be 

seen in these paired examples taken directly from Gneezy (2003):   

 
Scenario 1: You live in Chicago where recycling soda cans is not extrinsically rewarded. On a 
freezing morning, you see your friend with a large bag full of soda cans on her way to the 
recycling container. Clearly you are impressed by her devotion to the environment.  
 
Scenario 2: The same as above, but a five cent reward for each recycled soda can is in place. 
Now you see your friend carrying a large bag of soda cans to the recycling container (where she 
can collect her reward). 
 

 In the first case, you are likely to consider that your friend is concerned about the 

environment, while in the second case, it seems that your friend is simply a tightwad.  A second 

pair of examples also taken directly from Gneezy (2003) shows how bringing financial 
incentives into the picture totally changes the feel of the situation by switching domains: 

Scenario 3: Your child is in a daycare center and you are supposed to pick her up at 4:00 p.m.  
There is no specified sanction for picking up the child late.  
 
Scenario 4: The same as above, but a $3 fine is used as a sanction for late-coming parents 
 
Clearly these environments give different signals.  One is on one’s honor in the first case, while 

in the second case the small fine suggests that this is an unimportant violation.  One may very 

well value one’s honor more highly than $3.  In fact, this was also the case in an experimental 

study.  Small monetary sanctions led to more violations than were present with no monetary 

sanctions.  Nevertheless, the evidence on crowding-out is somewhat mixed, as seen below. 

 Although this review will focus primarily on applied evidence, some economic theorists 

have provided valuable insights about wages crowding out intrinsic motivation. Benabou and 

Tirole (2003) construct a model to explain crowding out – their intuition relies on asymmetric 

information, so that a principal providing incentives for an agent is a signal about the 

unattractiveness of the task or the agent’s inability to complete the task easily. Frey (1997) uses a 

similar principal-agent model to propose that increased incentive pay can reduce effort through a 
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crowding-out effect, while Benabou and Tirole (2006) show how financial incentives can 

similarly crowd out pro-social behavior by reducing the reputational gains from altruistic actions. 

 Crowding out may also occur due to a non-financial choice of employers: the level of 

monitoring and control to exert over worker effort.  Although principal-agent theory suggests 

that monitoring worker output will increase effort, in some contexts this sort of control may 

crowd out intrinsic motivation and reduce effort. Frey (1993) provides both theoretical and 

empirical backing to this effect. He argues that when employers exert what is perceived as 

excessive control over workers, it may violate an implicit contract as understood by the workers. 

This signal of distrust may lead to lower effort. Such crowding out, Frey suggests, is most likely 

to occur when the work relationship is perceived as personal rather than abstract or competitive. 

 Reduced worker effort due to monitoring and control has been found in lab environments. 

Falk and Kosfeld (2006) set up a principal-agent game in which principals have the choice to 

restrict the agents’ minimum effort, and agents decide on a level of effort (with a monetary cost 

of effort rather than a real effort task). In this study, agents tend to decrease effort when 

principals choose to impose a minimum level of effort. Follow-up surveys indicated that 

controlled agents perceived it as a signal of distrust and a limitation on their autonomy. 

Dickinson and Villeval (2008) add nuance to this discussion with an experimental design that 

includes both “distant” and “interpersonal” treatments. They find that on average, monitoring 

does increase worker effort as predicted by the standard principal-agent model. However, 

crowding out of effort did occur when principals exerted high levels of monitoring, and this was 

more likely to occur in the interpersonal treatment where subjects interacted face to face for five 

minutes before the main task. 

 Non-financial motivators such as control and monitoring clearly may reduce effort in 

ways not predicted by the standard model. However, this effect depends on the context of the 

work relationship and is sensitive to the precise level of control exerted and the perceptions of 

workers. The remainder of this section will focus on the effects of purely financial motivators on 

effort. 

2.1.1. Positive evidence on crowding-out  

Gneezy and Rustichini (2000a) conducted the seminal economics experiment on the 

detrimental effects of low pay, reported in the aptly-titled paper, “Pay enough or don’t pay at 
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all.” The paper was motivated by the contradiction between economic models of an upward 

sloping labor supply and the results from experimental psychology on how payments can reduce 

self-reported motivation and voluntary effort levels. They run two separate experiments: one on 

high-school students soliciting donations for charity door to door, and another on university 

students completing an IQ test in the lab. In both experiments, they find that the donations 

collected or the number of questions correct decreases in treatments with very low incentive pay 

compared to no incentive pay.  

Gneezy and Rustichini (2000b) consider the daycare scenario mentioned above.  Initially 

there was no prescribed sanction for being late, but one knew that this might force daycare 

employees to stay after closing time. A $3 fine for being late was then introduced, leading to an 

increase in the likelihood that parents would be late.  Perhaps even more concerning is the fact 

that this drop in punctuality did not reverse when the fine was eventually removed.  It appears 

that parents interpreted the small fine as meaning that being late was not a serious issue and that 

one could assuage any guilt by simply paying this fine. 

Gneezy (2003) follows up on these studies and supports the principle that small incentives are 

less effective than no incentives even in the negative domain, as mentioned in the preceding 

paragraph.  He considers a game in which a first party could choose to send some amount of her 

endowment to a second party.  There were five treatments that varied the possible response.  In 

the control treatment, no response was possible.  In the low-reward treatment, a one-unit 

expenditure by the responder led to an increase of 1.5 units for the first mover; in the high-

reward treatment, the increase was instead 5 units.  Conditions were exactly the same in the two 

punishment treatments, except that the expenditure decreased the first-mover’s money by either 

1.5 or 5 times the amount.  The intuition is that monetizing per se changes the perception of the 

nature of the environment, but that making the sanction quite large will nevertheless more than 

overcome this impediment.  The results support this intuition. When responders could implement 

a low fine or a low reward, the average transfers from first movers were 6.9 and 7.2, 

respectively, compared with transfers of 9 when no response was possible. However, when high 

fines or high rewards were available to responders, the first movers transferred more than in the 

dictator setting (an average transfer of 10.4 with a high fine, and 12.7 with a high reward). This 

suggests that while small sanctions and rewards are less effective than no incentives at all, once 
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these incentives are increased in strength they are indeed effective financial motivators. 

Other experiments have followed up on these results and found that low levels of 

incentive pay can reduce effort compared to no pay or a fixed level of pay. These experiments 

have uncovered interesting insights by varying the framing of payments, the framing of the work, 

the kind of task, and other variables. A common theme, although not universally supported, is 

that low levels of pay reduce effort primarily when the task is already intrinsically motivating – 

it’s interesting, fun, or inherently rewarding. Additionally, low levels of pay are less likely to 

reduce effort when payments are framed as reciprocal social gifts rather than cash payments for 

labor.  

Ariely and Heyman (2004) vary the framing of payments as cash or gifts to determine in 

which case crowding-out is more likely. Subjects perform a computerized real-effort task for 

varying levels of cash or jellybeans. They found that a low monetary payment resulted in less 

effort than no payment at all, but there were no significant differences in effort between payment 

levels when payments were in the form of jellybeans. (An important caveat is that the payments 

occurred before the task and were not contingent on the precise level of effort, so they were not 

technically piece rates.) Yam (2013) finds a similar result on payment framing: subjects are more 

likely to provide voluntary effort when a fixed payment of cash is framed as a gift rather than a 

payment for effort. 

Hossain and Li (2013) run an experiment with subjects performing data entry, and in 

addition to varying payment levels across no or low incentives, they vary the framing of the task 

as either a favor to the researchers or as work. They analyze both participation rates in the 

voluntary work task and output levels. Under the social framing, low monetary rewards reduce 

participation compared to no rewards, but no such effect is found under the work framing. 

However, they find that among subjects who participate, low incentives increase output under 

both framings, in contrast to Gneezy and Rustichini’s (2000a) result. In other words, they find 

crowding out effects on participation levels, but not on effort conditional on participation. 

2.1.2. Negative evidence on crowding-out 

 Some recent lab experiments have not replicated the result that low piece rates reduce 

effort compared to no piece rate. Takahashi et al. (2016) find higher effort under low piece rates 

than no payment in both an interesting and a mundane task. Pokorny (2008) is also unable to 
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replicate the main result of Gneezy and Rustichini (2000a), even using an IQ test as the real 

effort task like they did. Similarly, Dessi and Rustichini (2015) use the Raven’s Progressive 

Matrices IQ test and vary the levels of fixed payments and piece rates, but across all treatments 

subjects answer approximately the same number of questions correctly. They speculate that this 

form of test might depend more on ability than conscious effort. Alternatively, the intrinsic 

motivation might be so strong that it is difficult to crowd out; for example, subjects might be 

interested in feedback about their performance for self-image reasons. Many of these studies 

offer quite different levels of show-up payment and use significantly different values as “low” 

payments. Some authors appeal to reference-dependent preferences to explain how fixed 

payments could alter the effects of low piece rates; for example, subjects might work harder after 

a low show-up payment to reach an acceptable level of total earnings. 

  Two studies focus on comparing effort levels between piece rates earned for charity and 

piece rates earned for oneself, but incidentally fail to find crowding out when comparing low 

piece rates for oneself to no piece rate. Charness et al. (2016) offer subjects a choice to complete 

additional data entry after an hour-long experiment, with two treatments of interest being no 

piece rate and a two-cent piece rate earned for oneself. They find no significant difference 

between participation rates or output levels, and if anything find suggestive evidence of an 

increase in output with the very low piece rate. The authors suggest that subjects were 

intrinsically motivated despite the boring task because subjects thought they were helping the 

experimenters analyze data from another study, making the lack of crowding out at very low 

piece rates more perplexing. Similarly, Yang et al. (2014) use a real-effort task of finding 

pennies in a group of coins, and the option to keep the pennies for oneself (or donate them to 

charity) results in higher output than a treatment with no piece rate. 

 Real-effort experiments conducted in online labor markets such as Amazon’s MTurk 

have generally failed to find negative effects from low piece rates, although most of the tasks 

involved would not be considered intrinsically motivating; see Buhrmester et al. (2018) for a 

recent literature review on the use of MTurk in experimental economics.  Horton et al. (2011) 

offer subjects $0.01, $0.05, $0.15, or $0.25 to transcribe an additional paragraph and analyze 

subjects’ acceptance decisions. They find monotonically increasing acceptances rates as piece 

rates increase, although they do not include a treatment with no incentives. Mason and Watts 
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(2009) recruit subjects to sort traffic pictures and complete word puzzles at varying piece rates, 

the latter of which could feasibly be intrinsically motivating. However, they find increasing 

output as piece rates increase, even for a comparison between no payment and a one-cent piece 

rate. This holds over all tasks and all difficulty levels of the tasks.  

DellaVigna and Pope (2018) used MTurk subjects to test whether economics researchers 

are better than laymen at predicting the effects of various incentive levels on effort. The real-

effort task was simply alternately pressing two keys on the keyboard – a task devoid of the 

potential for intrinsic motivation. Their treatment with a very low piece rate resulted in higher 

output than no piece rate; experts failed to anticipate this outcome, perhaps because they recalled 

the famous outcome in Gneezy and Rustichini (2000a).  One fact that contextualizes these results 

from online labor markets is that these workers are often from very poor countries and are solely 

logging on to earn money. This means they could have a different perception of “low” 

incentives, and might have little intrinsic motivation to help researchers, in contrast to laboratory 

subjects. 

 Recent field experiments have provided interesting contexts for analyzing the effects of 

small incentives. For example, Carpenter and Gong (2016) paid college students to stuff 

envelopes for fundraising for presidential political campaigns, and randomly assigned students to 

matched or mismatched campaigns based on their political preferences. They conducted two 

“high-powered incentives” treatments with a fixed payment of $20 and piece rates of $0.50 or 

$1.00, and one “low-powered incentives” treatment with only the fixed payment. They found no 

differences across the piece rates, but there are some interesting results regarding the interaction 

between piece rates and intrinsic motivation. Compared to the treatment with only fixed pay, the 

piece rates increased productivity by 86% for subjects with misaligned political beliefs, but only 

by 13% for subjects with aligned political beliefs. These results suggest that if intrinsic 

motivation is sufficiently strong, piece rates may not impact effort much at all, whereas if 

intrinsic motivation is weak, piece rates can provide large productivity boosts.  

 Gneezy and Rey-Biel (2014) ran a field experiment on the effects of contingent and non-

contingent payments for responses to consumer surveys. They varied payments from $1 to $30, 

with contingent payments only provided after survey completion and noncontingent payments 

given whether or not the survey was returned. They found that very small contingent payments 
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decrease response rates compared to no pay, but the opposite occurred for noncontingent 

payments. The authors explain that noncontingent payments may be received as a gift and 

exploit the respondent’s reciprocity, while very small contingent payments may feel insulting. 

 Some economists have used econometric analysis of labor data to gather evidence on 

crowding out. Frey and Goette (1999) used the Swiss Labor Force Survey to analyze the effects 

of payments on volunteer work, finding a statistically-significant crowding-out effect: when 

payments were low, the hours volunteered were substantially lower than with no monetary 

reward. Pouliakas (2010) looked at the British Household Panel Survey to analyze the effects of 

incentive pay on job satisfaction. He classified the level of incentive pay as the proportion of 

total salary that comes from bonuses. In a panel design with individual fixed effects, he found 

that very low levels of incentive pay are associated with lower job satisfaction, but the effect is 

reversed for high levels of incentive pay. Chen (2018) used the General Social Survey to argue 

that small payments increase hours worked but reduce job satisfaction. In this study, very low 

levels of performance-based pay are associated with worse work attitudes (such as quit intentions 

and job satisfaction). The threshold for this effect is about 10% of total pay in the private sector 

and 15% in the public sector, suggesting that what is considered a “small” incentive may depend 

on the context and the perceptions of the specific workers involved. 

 In a nod to the original argument about crowding out from Titmuss (1970), some 

researchers have examined the effects of providing incentives for blood donations; see Frey et al. 

(2010), for a literature review. Mellstrom and Johannesson (2008) find evidence of crowding out 

particularly among women when providing cash incentives for blood donations, but they fully 

reverse the effect by allowing the option to donate the payment to charity. Lacetera et al. (2012) 

document spillover effects in which incentivized blood donations poach donors from 

neighboring non-incentivized blood drives. Goette and Stutzer (2019) provide novel incentives in 

the form of lottery tickets and free cholesterol tests. They find that lottery tickets increase blood 

donations particularly among less motivated donors (the cholesterol tests had no effect). In 

general, Frey et al. (2010) note that incentives for prosocial behavior tend to work better in 

anonymous situations when the incentives do not compromise the image motivations of donors 

to be seen as altruistic. Other research has found similar results of crowding out pro-social effort 
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when offering personal piece rates in addition to piece rates paid to charity (Ariely et al. 2009; 

Exley 2017). 

 Researchers have also gathered related evidence on the effects of small incentives in 

education (Gneezy et al. 2011 provide a general literature review of incentives in education). 

Levitt et al. (2016) find that a $10 incentive for improvement on a high school standardized 

exam did not improve scores, but a $20 incentive did. In a field experiment in China on a large 

online course, Gong et al. (2019) provided incentives for scoring above a certain threshold on 

homework quizzes. Incentives varied from zero to about four hours of wages for a Teaching 

Assistant at a Chinese university. The authors found no differences between no pay and very low 

pay, but did detect increases in submission rates and grades for the higher incentive levels. 

Gneezy et al. (2017) vary monetary incentives on an international standardized exam from 

roughly $30 to $90 and report that American students improve scores from incentives, but 

Chinese students did not, suggesting that the effects of incentives are sensitive even to cultural 

differences.  

 All in all, while recent research has provided considerable evidence that low performance 

pay can lead to poorer performance than no performance pay, there are a number of studies that 

do not confirm this effect, so overall the results are somewhat mixed. Whether one should expect 

negative effects on effort and output from offering low piece rates depends heavily on the 

context and even the workers themselves. Crowding out is most likely to occur in situations with 

strong intrinsic motivation, with very low and potentially insulting incentive pay, and when 

offering payment changes the framing from a reciprocal social situation to a sterile work 

relationship. However, even these criteria do not universally hold in the recent literature.  More 

research is needed to delineate the relevant determinants of crowding out. 

2.2. Paying too much 

The intuition that paying higher wages should result in higher effort is also violated at 

very high levels of pay since workers can choke under the pressure to perform. This phenomenon 

is common in sports, where commentators discuss athletes who fail to perform in high-stakes 

situations. Similarly, when a worker’s pay depends on output, and very large amounts of money 

are on the line, this pressure can cause a high level of arousal that reduces performance. 

However, this may be less of a risk after allowing for worker selection into high-stakes jobs: 
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workers who perform well under pressure are likely to end up in precisely those jobs. For 

example, many CEOs have millions of dollars at stake depending on their output, yet they are 

still able to perform at a high level. 

One of the early studies in the psychology literature to explore the choking phenomenon 

was written by Baumeister (1984), who had subjects perform a physical task for payment and 

who varied the level of pressure facing the subject. He hypothesized that focusing conscious 

attention on a trained task can reduce performance compared to allowing automatic, unconscious 

systems to take over. The task involved using physical dexterity and mental focus to move two 

rods apart carefully so that a ball falls into a hole on a platform beneath the rods. Baumeister 

found that adding cash incentives, competition with other subjects, and spectators in an audience 

all reduced performance. 

The most widely-cited paper on this topic in economics is titled “Large Stakes and Big 

Mistakes,” by Ariely et al. (2009). The authors ran a field experiment in rural villages in India to 

allow them to pay very high local wages without breaking the budget. In the treatment with the 

largest incentives, completing the task successfully could award a subject pay equivalent to 

multiple months of typical income. The authors initially hypothesized that different types of 

tasks would be more vulnerable to choking under large incentives than others, so they included 

various tasks involving memory, motor skills, and creativity. It turned out that across all types of 

tasks, performance was reduced when moving from medium incentives to very large incentives. 

At least two other experimental papers have found reductions in effort at high piece rates, 

although neither appealed to “choking” as an explanation and the piece rates were not nearly as 

relatively high as in Ariely et al. (2009). Around the same time, Pokorny (2008) published a 

paper finding similar reductions in performance under large incentives. In her laboratory 

experiment, subjects performed two real effort tasks: an IQ test and a mundane real-effort task 

involving counting the frequency of a particular number within a block of random numbers. 

Although the incentives offered were not as high relative to typical income for these subjects as 

in Ariely et al. (2009), Pokorny finds a significant reduction in performance between the low and 

high piece rates in both tasks. She appeals to the theory of reference dependence to explain the 

findings rather than considering the effects of pressure on performance. More recently, 

Takahashi et al. (2016) also found an inverse-U shaped relationship between pay and 
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performance, with a significant reduction in performance when offering high piece rates, but 

only in one of two tasks. They implemented an interesting puzzle-game task and an uninteresting 

task involving clicking circles that appeared on the screen. Only in the uninteresting task did the 

authors find a significant reduction in performance when moving from medium to high incentive 

pay; the interesting task aligned with the standard predictions of theory. 

Evidence on choking under pressure has been gathered from contexts outside the typical 

work environment as well. For example, Beilock and DeCaro (2007) show that certain high-

ability students suffer from anxiety and perform poorly on math exams when the stakes are high. 

Economists have examined evidence from sports, typically using econometric analysis to analyze 

the effect of stakes in playoff or championship games or other forms of pressure such as 

audience size. Cao et al. (2011) show athletes in the NBA are less likely to be successful in free 

throws that occur in the final few seconds of a game. Dohmen (2008) finds negative incentive 

effects from data on penalty kicks in soccer. Apesteguia and Palacios-Huerta (2010) also 

examine data from soccer and exploit the natural random variation in the order of kicks, and thus 

variation in the stakes and pressure to score. They find that teams who kick second are less likely 

to win due to the increased pressure, although Kocher et al. (2012) later extend that analysis to 

include more data and find only a negligible and insignificant effect. 

In practice, choking under high incentive pay in the labor market may be less of a 

concern than some of these results imply because of self-selection of workers into certain jobs. 

Specifically, workers who perform well under high stakes are more likely to apply and thrive in 

exactly those kinds of positions. Macera (2017) runs a lab experiment showing that with the 

addition of experience in the task and self-selection, negative productivity effects of high 

incentives are greatly reduced. Using a math-related real-effort task, she initially identifies the 

fraction of subjects who perform worse under high incentives than medium incentives. She then 

shows that this fraction is reduced by two treatments: one that allows for significant practice in 

the real-effort task before performing the task for pay, and another that provides a detailed 

description of the task to subjects before they decide whether to enroll in the study. Both 

treatments reduce the fraction of subjects who perform worse under high incentives by about half 

relative to the baseline. Because practice and selection are common features of the real labor 

market, this should reduce concerns about large incentives for many employers. 
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Evidence on selection has also been gathered in applied data analysis. Coates et al. (2009) 

examine the second-to-fourth digit ratios, calculated by comparing the length of the second and 

fourth fingers on one’s hand, of high-frequency financial traders. Although subsequent research 

has called digit-ratio conclusions into question, they hypothesize that because the finger ratio is 

correlated with testosterone levels, it could predict competitiveness and the ability to perform 

well under pressure. Indeed, they find that the ratio is associated with long-term profitability of 

these traders. Relatedly, some researchers have found evidence that women are more susceptible 

to this effect than men, which could partially explain the greater prevalence of men in jobs with 

high-powered incentives; see Azmat et al. (2016) for evidence from high stakes testing among 

high school students in Spain and Paserman (2007) and Cohen-Zada et al. (2017) for evidence 

from tennis matches. 

The evidence on negative incentive effects from laboratory experiments is somewhat 

sparse because offering extremely high levels of incentive pay to subjects is prohibitively 

expensive. Ariely et al. (2009) solved this problem by recruiting subjects in poor rural villages, 

and others have gathered evidence from various contexts such as sports and education. However, 

in real labor-market situations, concerns about workers choking under high incentive pay are 

lessened by practice with job tasks and self-selection into high-pressure jobs. Still, it remains a 

consideration in certain labor contexts and an important example of the potentially non-

monotonic effects of incentive pay. 

3. Social-preference motivations 

 The workplace naturally exposes an individual worker to a rich social environment with a 

constellation of norms, organizational procedures, and interactions with co-workers. This section 

considers applications of social preferences. For example, a worker may want his boss to treat 

his co-workers fairly; this worker’s inequity aversion may be a preference for equal payoffs 

among his group of co-workers. A worker who is paid a high wage may reciprocate by providing 

his boss with extra effort; such reciprocity is often referred to as a gift-exchange between the 

principal and agent. Many such examples of other-regarding behavior are common in the 

workplace. 
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 This section begins with a theoretical discussion of social preferences, alongside some 

seminal experimental results. These fundamental models are then successively applied to various 

other-regarding motivations. Specifically, this section considers distributional and reciprocity 

social preferences, and competitive preferences. The predictions of the models and whether 

social preferences generalize to the field are also discussed.  This brief survey of selected topics 

is far from comprehensive, as the literature on other-regarding preferences is vast. Bolton and 

Chen (2018) and Cooper and Kagel (2016) provide thorough treatments of this literature. 

Charness and Kuhn (2011) focus on a broader array of laboratory results, while List and Rasul 

(2011) focus on evidence from field experiments. 

The topic of social preferences has received a great deal of attention in economics and in 

the broader social-science literature, particularly in the past 15-20 years. A large—and still 

growing—literature has documented the existence of social preferences, their social and 

economic implications, and the various conditions under which they are activated or suppressed.  

The essential content of social preferences is that people deliberately sacrifice money or other 

material resources to help or to hurt other people, to establish equity or equality, or to increase 

the economic surplus that is available for the whole group. The fact that people do not simply 

maximize their own material payoff has potentially far-reaching consequences for both theory 

and practical applications in the workplace, between the worker and co-workers, as well as 

between the worker and his employer. 

3.1. Distributional models 

Why would people choose to sacrifice their own money or resources?  One way to 

formalize this is to consider that one puts some weight on the payoffs of another person or 

persons. This weight could reflect simple altruism or a preference for distribution amongst the 

people in one’s reference group. Sacrifice could also reflect a response to actions taken by 

another person or persons.  An action thought to be overly selfish and inconsiderate might 

generate negative feelings, while one considered to be surprisingly generous might generate 

positive feelings; the weight on the actor’s well-being would be adjusted accordingly. 

Models of social preferences generally fall into one of several categories.  Consequential 

models presume that people care solely about the distribution of payoffs.  The simplest approach 

is altruism, whereby one puts a particular weight on the payoffs of another person.  This weight 
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may lead to different actions, depending on the price-effectiveness of sacrificing one’s own 

money. Other models involve remedying differences in material payoffs, helping low-payoff 

people, or increasing the total payoff for the people affected by the choice. 

The primary consequential models are those of Bolton (1991), Fehr and Schmidt (1999), 

and Bolton and Ockenfels (2000).  Bolton (1991) develops a model in which people care about 

their own money, but don’t like to have less than others.  The latter two models also consider that 

receiving more than others may bother an individual.  The heart of these models is that people 

may trade off money to make material payoffs closer together. The simple and tractable model 

from Fehr and Schmidt (1999) is particularly instructive, with functional form 
 

𝑈𝑈𝑖𝑖(𝑥𝑥) = 𝑥𝑥𝑖𝑖 − 𝛼𝛼𝑖𝑖
1

𝑛𝑛−1
∑𝑗𝑗≠𝑖𝑖𝑚𝑚𝑚𝑚𝑥𝑥  |𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑖𝑖 , 0| − 𝛼𝛼𝑖𝑖

1
𝑛𝑛−1

∑𝑗𝑗≠𝑖𝑖𝑚𝑚𝑚𝑚𝑥𝑥  |𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗 , 0|, 

where it is assumed that 𝛽𝛽𝑖𝑖 ≤ 𝛼𝛼𝑖𝑖 and 0 ≤ 𝛽𝛽𝑖𝑖 < 1.  Here people are more bothered by being 

behind than by being ahead, whereas the model from Bolton and Ockenfels (2000) assumes that 

one’s disutility from unequal payoffs is unaffected by whether one is ahead or behind. 

Another consequential model is the distributional projection from Charness and Rabin 

(2002).  This model reflects both Rawlsian and utilitarian preferences in that one has a 

preference for increasing the lowest payoff in the reference group as well as a preference for 

increasing the total payoff of these people. Specifically, 

𝑉𝑉𝑖𝑖(𝜋𝜋𝑖𝑖 ,𝜋𝜋2 , … ,𝜋𝜋𝑁𝑁) ≡ (1− 𝜆𝜆)𝜋𝜋𝑖𝑖 + 𝜆𝜆[𝛿𝛿[𝜋𝜋𝑖𝑖 ,𝜋𝜋2, … ,𝜋𝜋𝑁𝑁 ]  + (1− 𝛿𝛿)(𝜋𝜋𝑖𝑖  + 𝜋𝜋2 +⋯+ 𝜋𝜋𝑁𝑁)], 

where 𝜆𝜆 ∈ [0,1] measures how much i cares about pursuing social welfare versus own self-

interest and 𝛿𝛿 ∈ [0,1] shows the trade-off between the Rawlsian and utilitarian components. The 

social-efficiency concern is an essential feature missing from other social-preference models. 

Figure 1 depicts these models for a third party with a fixed payoff x, as taken from Charness and 

Rabin (2000). 
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Figure 1: Two models of distributional preferences 

 
    Charness and Rabin            Fehr and Schmidt 

 These diagrams clearly show how one’s preferences differ across these models.  With 

Charness and Rabin preferences and holding one’s own payment constant at x, one’s utility 

increases as the other party’s payoff increases, regardless of the direction of the difference.  This 

illustrates the preference for efficiency that was mentioned above and is considered the hallmark 

of the model.  By contrast, one is happiest with Fehr and Schmidt preferences when the other 

person’s payoff is exactly the same, at x.  So the models really differ with respect to how one 

feels about having more than someone else.  This Rawlsian component of the Charness and 

Rabin (2002) model is an important aspect that parallels the other distributional models.  In 

experimental tests, people were asked to choose between payoffs of (750,375,x) or (400,400,x) 

for (Person 1, Person 2, Self), and 54% chose the option with higher total payoffs.  However, 

when the choice was between payoffs of (1200,0,x) or (400,400,x), only 18% chose the option 

with the even higher total payoffs (the value of x was disclosed only at the end and was 500). 

These results suggest preferences for efficiency as well as increasing the payoff of the individual 

with the worst outcome (Rawlsian preferences). 

3.2. Competitive preferences 

Of course, social preferences will not manifest in all economic environments. One is 

considerably less likely to make financial sacrifices in vain, as when there are powerful market 

forces in effect.  To this effect, Fehr and Schmidt (1999) point out “It is a well-established fact 
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that in a broad class of market games prices converge to the competitive equilibrium [Smith, 

1982; Davis and Holt 1993].” A striking example of this is the “demand game” in Roth et al. 

(1991).  Here, nine proposers each make a simultaneous proposal to a single responder regarding 

the share that the proposer wishes to retain, and then the responder chooses which (if any) to 

accept.  Proposers make very small demands and so are effectively willing to accept very small 

shares, unlike the results in the very similar ultimatum game.  There is little point in standing on 

the beach and imploring the waves to stop crashing on the shore.  But many economic 

environments feature a high degree of interpersonal interaction on a small scale, and this is where 

social preferences will be most in effect. 

There is also a darker side to distributional social preferences.  While most individuals 

appear to favor equalizing financial payoffs or social-efficiency considerations, other individuals 

prefer to come out ahead of others or perhaps simply enjoy decreasing the payoffs of others.  In 

terms of our encompassing social-distribution model, this corresponds to the case where one’s 

utility always decreases when the payoff of another person increases, regardless of whether the 

other person is ahead or behind the individual.  While this is relatively rare in some 

circumstances, it is more common in cases where competition is highlighted. Perhaps the first 

evidence for competitive preferences is presented in Offerman et al. (1996), using the ring test 

(Liebrand 1984).  The results indicate that about 15% of the subjects are willing to sacrifice 

money to hurt the other person rather than, for example, taking the highest own payoff and 

assigning a zero payoff to their counterparts. 

An additional dark side to competitive preferences is seen in Charness, Masclet, and 

Villeval (2014).  Participants could perform simple number-letter coding tasks or just chill and 

read magazines, receiving a fixed payment regardless of their output.  Thus, there is no financial 

incentive to do coding tasks or to work hard.  But one (in anonymous groups of three) learned 

after each period whether one was first, second, or last in one’s group in terms of productivity.  

Participants could pay with their own money to either purchase additional output or to sabotage 

the output of others in the group.  In fact, many people paid to do so, particularly when it seemed 

likely that this would result in an advance in one’s rank in the group.  This can only be explained 

by competitive preferences. 

3.3. Intentions and reciprocity 
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While individuals clearly have preferences over their own payoffs and those of others, 

they may also care about others’ intentions and motives. Whereas the distributional models of 

Fehr and Schmidt (1999) and Bolton and Ockenfels (2000) only depend on the distribution of 

payoffs, more complex and non-consequential models incorporate beliefs or expectations.  

Models of intentional reciprocity take into account how selfish or generous one considers 

another party’s choice to be and how motivated people are to reciprocate the perceived 

intentional actions of others. 

Incorporating (intentional) reciprocity preferences is a considerably more challenging 

problem, but nevertheless has been addressed in several models. Rabin (1993) developed a 

model in which one player wishes to increase or decrease another player’s payoffs based on her 

beliefs about whether the other player is treating her fairly. 

𝑈𝑈𝑖𝑖(𝑚𝑚𝑖𝑖 , 𝑏𝑏𝑗𝑗, 𝑐𝑐𝑖𝑖)  ≡ 𝜋𝜋𝑖𝑖(𝑚𝑚𝑖𝑖 , 𝑏𝑏𝑗𝑗) + 𝑓𝑓𝑗𝑗(𝑏𝑏𝑗𝑗,𝑐𝑐𝑖𝑖)  ⋅ [1 +  𝑓𝑓𝑖𝑖(𝑚𝑚𝑖𝑖 ,𝑏𝑏𝑗𝑗)], 

where 𝑚𝑚𝑖𝑖 represents the strategy of player i, where 𝑏𝑏𝑖𝑖 represents the player j’s belief about what 

player i is choosing, and where 𝑐𝑐𝑖𝑖 represents player i’s belief about what player j believes player 

i’s strategy is.  The essential implication of this model is that people will sacrifice money to help 

those who they believe are being kind to them and will sacrifice money to hurt those who are 

being unkind to them.  The kindness function 𝑓𝑓𝑗𝑗(𝑏𝑏𝑗𝑗,𝑐𝑐𝑖𝑖 ) reflects beliefs about how kind one 

believes that the other player is being, which is defined by the location within a range of possible 

Pareto-efficient payoffs.   

Dufwenberg and Kirchsteiger (2004) modify and extend that model to sequential games.  

Falk and Fischbacher (2006) also consider sequential games and combine reciprocity of the 

Rabin (1993) form with Fehr and Schmidt (1999) inequity aversion. Levine (1998) models 

reciprocity by assuming that one’s preference for changing another’s payoff depends on one’s 

beliefs about the other’s inherent degree of altruism.  Finally, Cox et al. (2007) develop a non-

equilibrium model that combines a form of distributional preferences with reciprocity 

considerations; one’s emotional state affects one’s degree of willingness to trade off own money 

for helping or hurting others, and in which this emotional state reflects relative payoffs and the 

kindness or unkindness of others.  

Charness and Rabin (2002) includes negative reciprocity in two ways: First, 
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“misbehavior,” which is determined endogenously by the group’s views, diminishes the weight 

one places on the miscreant’s payoff in the utility function.  At the limit, there is no weight on 

this payoff in terms of either social efficiency or the minimum payoff. To begin to incorporate 

reciprocity, consider a strategy profile 𝑠𝑠 ≡ {𝑠𝑠1,𝑠𝑠2 , 𝑠𝑠3, … ,𝑠𝑠𝑛𝑛} as well as a demerit profile 𝑑𝑑 ≡

{𝑑𝑑1,𝑑𝑑2 ,𝑑𝑑3, … ,𝑑𝑑𝑛𝑛}, where 𝑑𝑑𝑘𝑘 ∈ [0,1] for all 𝑘𝑘. The demerit profile 𝑑𝑑 can be interpreted roughly 

as a measure of how much Player 𝑘𝑘 deserves, where the higher the value of 𝑑𝑑𝑘𝑘 , the less others 

think that Player 𝑘𝑘 deserves.  With this interpretation, we define players’ preferences as a 

function of both their underlying “social-welfare” preferences and how they feel about other 

players: 

𝑈𝑈1(𝑠𝑠,𝑑𝑑) ≡ (1− 𝜆𝜆) ∙ 𝜋𝜋𝑖𝑖 + 𝜆𝜆 ∙ [𝛿𝛿𝑚𝑚𝛿𝛿𝛿𝛿 [𝜋𝜋𝑖𝑖 ,𝑚𝑚𝛿𝛿𝛿𝛿𝑚𝑚≠𝑖𝑖{𝜋𝜋𝑚𝑚 + 𝑏𝑏𝑑𝑑𝑚𝑚}]+ 

(1 −𝛿𝛿)∙( 𝜋𝜋𝑖𝑖 +∑𝑚𝑚=𝑖𝑖𝑚𝑚𝑚𝑚𝑥𝑥 [1− 𝑘𝑘𝑑𝑑𝑚𝑚 , 0]𝜋𝜋𝑚𝑚) −𝑓𝑓∑𝑚𝑚=𝑖𝑖𝑚𝑚𝑚𝑚𝑥𝑥 𝑑𝑑𝑚𝑚 ∙ 𝜋𝜋𝑚𝑚)] 

where b, d, and f are non-negative parameters of the model.  The key new aspect to these 

preferences is that the greater is 𝑑𝑑𝑗𝑗 for 𝑗𝑗 ≠ 𝛿𝛿, the less weight that Player i places on Player j’s 

material payoff.  Hence, these preferences say that the more that Player i feels that Player j is 

being a jerk, the less that Player i wants to help him.  Second, when the parameter f is positive, 

Player i may in fact wish to hurt Player j when Player j is being a jerk.  

Finally, the notion of guilt aversion takes into account that one may feel guilt to the 

extent that one disappoints the expectations of others (simple guilt) or believes that the other 

party (guilt-from-blame) will blame her.  Charness and Dufwenberg (2006) show that social-

preference-dependent behavior is strongly affected by non-binding free-form communication 

(“cheap talk”) between anonymous parties, although according to the main social-preference 

models (whether consequentialist or reciprocity-based), this form of communication should have 

no effect in their set-up. 
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Figure 2: The extensive form of the hidden-action game 

 

As depicted in Figure 2, the principal (“A”) chooses whether to enter into a contractual 

relationship with the agent (“B”).  If not, then each person would receive $5.  If so, then B 

chooses whether to exert effort (“Roll”) or not (“Don’t”).  Since effort costs $4, a B with 

standard (purely-self interested) preferences should choose not to exert effort. A should realize 

this and if s/he expects B to be selfish, A should choose “Out”, leading to a poor social outcome 

relative to that expected from (In, Roll).   In the communication treatment, B can send a free-

form message to A.   

Social preferences suggest that some B’s will choose Roll and that some A’s will choose 

In, for reasons that could include social efficiency (for either A or B), or minimizing the 

difference in payoffs or maximizing the minimum payoff (for B).  Indeed, even without 

messages the (In, Roll) outcome occurs 20% of the time.  However, communication increases 

this rate to 50%.  Furthermore, if we consider only messages containing statements of intent 

(“promises”), this rate becomes 67%.   Both A and B play more cooperatively when a promise is 

made, and the notion of guilt aversion is introduced as a driving force.  The more that B’s 

believes that A is expecting B to choose Roll, the more that B feels guilt by choosing Don’t, and 

guilt carries some disutility (the degree of sensitivity to guilt varies across individuals).  In fact, it 

is found that that promises affect beliefs and that there is a strong correlation between B’s beliefs 

about A’s expectations and the likelihood that B chooses to play cooperatively. This belief-

dependence of social preferences thus opens up new avenues for thinking about the design of 

communication pathways in organizations and society more broadly.  Guilt aversion may be 
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relevant for understanding strategic interaction in a variety of settings, and that it may shed light 

on the role of language and social norms in these contexts. 

Note that both intentional reciprocity and guilt aversion incorporate higher-order beliefs. 

3.4. Model predictions and evidence 

It is natural to wonder about the extent to which the social-preference models mentioned 

explain the experimental data and, indeed, behavior in the field.  There are many cases in which 

all or nearly all of these can explain the data, but often for different reasons.  For example, offers 

of 30% or less in the classic ultimatum game are quite often rejected, meaning that responders 

are willing to sacrifice money to reduce the proposer’s payoff.  According to the Fehr and 

Schmidt (1999) and Bolton and Ockenfels (2000) models, the motivation for doing so is to 

eliminate the disparity in the payoffs of the two parties.  In all of the models containing kindness-

based choices, as well as the Charness and Rabin (2002) model, rejections are instead based on 

negative reciprocity, punishing the deliberate choice of an offer that the responder feels is unfair. 

Brandts and Solà (2001), Charness and Rabin (2002, 2005), and Falk et al. (2003) report 

results from mini-ultimatum and mini-dictator games and find that the rate at which people reject 

a low offer depends on the alternative choices that could have been made or the path by which 

one has arrived at the choice.  In the latter study, people reject a 20% offer only 8.9% of the time 

when the only available alternative proposal was to offer 0%.  Charness and Rabin (2002, 2005) 

find that 0 of 67 people choose a mini-dictator option giving each person $0 instead of $2 for the 

dictator and $8 for the recipient, an unusual 100% experimental result. A major weakness of 

consequential models such as Fehr and Schmidt (1999) is that choices depend solely on 

outcomes; this is clearly falsified by the examples above.  And yet including reciprocity 

considerations may not always be necessary and these definitely come with the cost of some loss 

of tractability.   

Consider the following three examples where the models make different predictions.  In 

one decision task in Charness and Rabin (2002), a dictator chooses whether another person 

receives $4 or $7.50 and will receive $4 regardless of her choice.  According to the Fehr and 

Schmidt (1999) model, she should choose $4. The efficiency element of the Charness and Rabin 

(2002) model indicates that one should choose $7.50.  In fact, 69% choose $7.50.  Charness and 

Grosskopf (2001) have a decision task in which a dictator who receives a fixed sum of 600 units 
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chooses whether another person receives 900 or 600 units; 66% choose 900.  In a second 

decision task in that paper, an individual who receives a fixed sum of 600 can choose any amount 

between 300 and 1200, inclusive, for the other person.  Seventy-four percent chose 1200, 10% 

chose 600, and 9% chose less than 600 (perhaps the most amusing choice was 599).  Note that 

choosing less than 600 is only consistent with competitive or spiteful preferences.  

Examples of sacrifice for punishment purposes are abundant in the literature. These 

include rejections in the ultimatum game and punishment in the public-goods game (Fehr and 

Gächter 2000, 2002), offering classic examples of negative reciprocity.  Charness (2004) finds 

that effort choices in response to a deliberate choice of a low wage are significantly lower than 

when this same low wage is chosen at random (also see Blount 1995).  However, positive 

reciprocity, in the sense of responding more favorably when another party has deliberately made 

a beneficial choice in one’s favor, is difficult to observe in its pure form, disentangled from other 

mechanisms.  Note that simply providing costly non-minimal effort or returning money to the 

sender in the Berg et al. (1995) investment game is not necessarily positive reciprocity, as these 

can be readily explained by preferences over distribution or a preference for efficiency.  Some 

clean support for positive reciprocity can be found in Charness and Levine (2007), where one 

can arrive at a particular wage by either the choice of a high wage and bad luck or the choice of a 

low wage and bad luck.  Gneezy and List (2006) also offers evidence of positive reciprocity.  

When the wage is changed to be higher than advertised and expected, workers produce more. 

However, this effect is evanescent.  Yet the surprise is not that the effect goes away, but is 

instead that there is any positive reciprocity at all. 

While reciprocity is difficult to isolate in the lab, studies in the field are even further 

complicated with confounding factors such as reputation and other repeated-game elements.  

What looks like positive reciprocity may in fact be favor-trading; negative reciprocity may be 

strategic for future interactions. One advantage of laboratory experiments is that they can cleanly 

isolate the pure effect.  Still, there is clear evidence of negative reciprocity in the field as well.  

An unhappy worker might commit sabotage at the workplace, willingly taking on costs that 

might include the loss of his job.  But observing clean positive reciprocity in the field is difficult 

and thus rare. 

Overall, the consequentalist models do not do as good a job of organizing the 
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experimental data as do models that consider the path by which one arrived at the choice.  

Negative reciprocity is a strong feature of the environment.  Furthermore, even the distributional 

element alone of the Charness and Rabin (2002) appendix model greatly outperforms that of the 

difference-aversion models. This has been established clearly established in papers such as 

Charness and Rabin (2002) and Engelmann and Strobel (2004). 

3.5. Respect and symbolic rewards 

While financial incentives are the quintessential motivator, whether self- or other-

regarding in nature, workers also place value on non-financial facets of labor supply. Indeed, the 

ability of low wages to crowd out intrinsic motivation (as discussed in Section 1) necessarily 

depends on the importance of intrinsic value itself. Ellingsen and Johannesson (2007) discuss the 

importance of being paid respect in the workplace. Such respect can take on many forms--

examples include trust, awards, recognition, and other symbolic rewards. These non-financial 

motivators often depend on second-order beliefs; for example, a worker places value on the 

beliefs that her employer believes that she is competent. 

Masclet, Noussair, and Villeval (2003) consider expressions of disapproval as an 

alternative to monetary sanctions in the VCM.  One could assign sanctioning points to another 

player.  A sanctioned player might feel bad from this indirect punishment but would not suffer 

any monetary loss. In fact, both monetary and non-monetary punishments were about equally 

effective in the earlier periods; however, monetary punishments had a substantially greater effect 

on contributions than did non-monetary punishments as time passed, perhaps because people 

became less sensitive to the negativity expressed in non-monetary punishment points. 

Eriksson and Villeval (2012) study the role of respect in an experimental labor market 

with repeated interaction. In this study, an employer may send a worker one to five “thumbs up,” 

a purely symbolic gesture that is costly to the employer. The authors find that these symbolic 

rewards are primarily used as a coordination device to establish long-term labor relationships. 

Once a relationship is established, symbolic rewards are used far less frequently. Further, 

employers use these rewards more when the labor relationship is especially valuable (when the 

market has excess supply, compared to excess demand). This study also finds that respect 

increases stated effort provision when the labor market is balanced. 
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Bradler and Neckermann (2019) further investigate the value of symbolic rewards, using 

combinations of monetary and non-monetary gifts in two field experiments.  In four separate 

treatments, subjects receive only a thank-you card, only money, a thank-you card and money, or 

a thank-you card and money with a personal touch. An increase in real-effort exertion is 

observed in either card-only or money-only treatments. But when a subject receives both a 

thank-you card and money, productivity is no different from the control without any gifts. Yet 

when a thank-you card is combined with money that has been personally folded into a unique 

shape, the productivity-enhancing effect is even stronger than in the card-only and money-only 

treatments. These results suggest that either monetary or non-monetary gifts can be effective at 

increasing productivity or perhaps reciprocity more generally.  When combined, perhaps each 

motivator cheapens the other, resulting in no effect; yet when also combined with a personal 

touch, the effect of each motivator is restored, resulting in a greater effect than either has alone. 

Other explanations are naturally consistent with these results, and surely cultural norms are 

crucial to reciprocity in the field.  So while most studies do not find positive reciprocity, some 

do, and many studies find complex interactions between motivators and the elicited responses. 

Bowles and Polania-Reyes (2012) provide a survey of this interaction between economic 

incentives and social preferences. 

3.6. Do laboratory social preferences generalize to the field? 

Whether the social preferences measured in laboratory experiments generalize to field 

settings is a question that has generated considerable controversy.  Camerer (2015) provides a 

very extensive discussion of the issue of generalizability from the lab to the field. Notably, he 

argues that experimental features that could impede generalizability from the laboratory to the 

field (such as issues of the character of the subject pool or low stakes) are not essential for all lab 

experiments. He also puts forward the view that there is little evidence that typical lab features 

undermine generalizability. He asserts that the List (2006) data do not support the claims made in 

this regard and finds only small behavioral differences across the setting in List (2009).  An 

important contribution of this paper is reporting the results of many studies designed to 

specifically test lab-field generalizability. These recent studies typically show a positive 

correlation between behavior in the laboratory and in field environments. A number of these are 

discussed in greater detail below. 
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Carpenter and Seki (2006) observe that conditional cooperation in a public-goods game 

predicts group fishing productivity in Japan, and Carpenter and Myers (2010) find that dictator-

game allocations by Vermont residents predicts their willingness to volunteer to fight fires. Fehr 

and Leibbrandt (2008) show that public-goods-game contributions and patience predict limits on 

common-pool resource extraction by Brazilian fishermen, and Barr and Zeitlin (2010) find that 

dictator-game allocations made by Ugandan teachers correlates with their actual (discretionary) 

teaching time.   

One concern is that student participants are not representative of parties making choices 

in natural environments.  And yet studies such as Stoop et al. (2012) indicate that real-world 

actors also exhibit social preferences, depending on details of the environment. Recreational 

fishermen do cooperate in a social-dilemma game in the laboratory, but refuse to reduce their 

intensity of fishing in a very similar game in the field that involves actual fishing, an activity that 

they presumably enjoy.  They conclude: “the data from these treatments suggest that the key 

difference between the laboratory and our field setting is the decision variable, the activity that 

must be undertaken in order to cooperate.”  So there may very well not be differences across the 

student and non-student populations, as much as critical differences in the richness or the per se 

utility from an activity. 

Summing up: How much people care about social preferences in the field is not totally 

clear, although there is serious evidence that they do.  

4. Worker responses 

Standard models of labor markets usually rely on the assumption of complete contracts. 

However, most employment relationships are characterized by incomplete contracts, where effort 

is not contractible. Thus, there is much scope for social preferences to shape effort choices. This 

section illustrates how the existence of reciprocity and distributional preferences determine effort 

responses of workers to efficiency wages, wage alterations, or perceived wage inequalities. 

Further, evidence shows that effort responses affect the wage setting considerations of firms, in 

addition to having further implications for the labor market, such as an effect on unemployment.  

Social preferences can also enhance the enforcement of contracts.  Finally, some studies show 

how social preferences may foster business relationships. 
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4.1. Gift exchange in the labor market 

Akerlof (1982) proposed a model of gift-exchange to explain workers’ exertion of high 

effort, the prevalence of wages above the market-clearing rate, and labor market unemployment. 

Gift exchange occurs when an employer pays its workers more than a market-clearing wage, and 

workers respond with more work effort than is contracted. At its essence, labor-market gift-

exchange is grounded in norms regarding the actual effort workers expend, coupled with a notion 

of fairness within a group of workers. The difference between contracted effort and the higher 

fair effort is what differentiates the gift exchange from classical pure market exchange. This gap 

is necessary to generate reciprocity between the worker and the firm.  

Incomplete contracts are often used to explain the existence of gift-exchange with 

efficiency wages. For example, knowledge workers’ productivity may not be readily observable 

and thus not contractible. To ensure that these workers exert high levels of effort, firms pay these 

workers above a market-clearing wage. Yet in the original motivating example from Akerlof 

(1982), worker effort is readily observable and thus contractible, suggesting that inability to form 

a complete contract is not necessary for equilibrium wages above the market-clearing rate. 

Fehr et al. (1993) conducted the seminal empirical test of gift-exchange, using an 

experiment stylized as a competitive labor market.  Subjects took the role of either an employer 

or a worker, and employers offered wage contracts to a surplus of potential workers. If a worker 

accepted a wage contract, he then chose a level of stated effort for his employer. The marginal 

cost of effort for the worker was increasing, so that a purely self-interested worker would choose 

the minimal effort. The employer’s payoff was multiplied by the worker’s level of effort, so she 

can benefit greatly from a relatively inexpensive amount of worker effort. Note that a firm that 

believes workers are purely self-regarding will pay no more than the minimum needed. In the 

experiment, employers indeed provided wages in excess of worker’s opportunity cost, and 

workers reciprocated by providing effort significantly above the minimum.  The average effort 

was four times as high as predicted by standard theory, with minimum effort chosen in only 16% 

of the cases.  In this study, the laboratory setting importantly permitted subject anonymity to 

eliminate reputation as an explanation.  After the experiment the participants filled out a 

questionnaire, which showed that the offered wage was the major determinant for choosing a 
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particular effort. This indicates that workers have fairness considerations and reciprocate 

generous wages with higher effort choices. 

These results have been widely confirmed and replicated by myriad similar studies; see 

for example Brown et al. (2004), Charness (2004), and Gächter and Falk (2002).  Additionally, 

Charness (2004) investigated whether reciprocity or other forms of social preferences are 

responsible for the positive wage-effort relationship. Therefore, treatments varied whether wages 

were chosen by the employer or by an external process. He concludes that both distributional 

concerns and reciprocity play an important role. Overall, workers in experiments quite often 

respond to reasonable wages with costly effort even when this costly effort has no direct benefit 

to them. 

4.2.   Worker responses to wage raises 

A purely self-regarding worker always chooses the lowest possible effort regardless of the 

wage offered, because providing effort is costly.  Yet Akerlof and Yellen (1990) argue in their 

fair wage-effort hypothesis that workers respond to wage increases by providing more effort. 

This is because the worker has a reference wage in mind, which is shaped by various factors, 

such as prior wages, outside options, co-workers’ wages, etc. The positive relationship between 

effort level and paid wage exists up to this fair wage, because a higher wage then is perceived to 

be fairer.  Pay raises above this limit have no impact on exerted effort because one already feels 

fairly treated. 

However, laboratory experiments are usually characterized by full information about 

costs or returns and provide the possibility to control for unobservable determinants of effort 

responses to gifts. Further, lab experiments typically do not involve the exertion of actual effort 

in general but simply consist of monetary transfers. As one of the first contributions to evidence 

in the field, Gneezy and List (2006) did two gift-exchange-type experiments with real-effort 

tasks.  People were told that this one-time task would yield $12 per hour and last for six hours; 

however, subjects in the non-control treatments were informed before the experiment that they 

would be paid $20 per hour instead of $12. In the first half of the sessions, there is evidence of 

increased effort; however, the effect diminishes within a few hours and afterwards outcomes in 

both treatments no longer differed.  
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Cohn et al. (2014) find somewhat different results with a similar higher-than-advertised 

wage (27 CHF instead of 22 CHF). The authors find that this surprise wage increase has on 

average a positive and significant average effect of about 4% on productivity.  It seems that a 

worker exerts more effort after a wage increase if and only if the wage alteration increases the 

perceived fairness. However, it is difficult to determine this, since participants usually do not 

have full information. The authors instead assessed the participants’ fairness perceptions with a 

follow-up survey. Only workers who felt treated unfairly at the base wage showed a significantly 

positive effort response to a wage increase in the field. Workers who perceived their prior wage 

as fair did not react to the wage increase, which shows the importance of the initial wage level. A 

similar argument can be made regarding Gneezy and List (2006), where the baseline wage was 

$12 and the competitive market wage was between $8 and $10.  Bellemare and Shearer (2009) 

also find that repeated interactions can amplify this effect. In their experiment, which took place 

in a tree-planting firm, workers were given a one-time wage increase. The positive effect of the 

wage increase is found to be stronger for workers who returned to the firm during the next 

planting period. Note that both these studies also provide evidence of positive wage-effort 

relationships in one-shot field encounters. 

So there is some evidence to support the fair wage-effort hypothesis in the field.  

However, others such as Kube et al. (2012) found evidence suggesting that higher wages do not 

necessarily increase productivity and that the nature of a gift is crucial for the strength of 

reciprocal behavior. In their one-time experiment a monetary gift does not have a significant 

effect on workers’ productivity; however, a monetary gift with a personal touch results in 

significantly higher productivity.  

4.3.   Worker responses to wage cuts 

Akerlof and Yellen (1990) state that workers have a fair reference wage in mind. Falling 

below this threshold or cutting wages can decrease performance because workers may interpret it 

as unfair.  Bewley (1997, 1999) provides insights from interviews with managers on the reasons 

for avoiding pay cuts. As the main determinant he emphasizes especially the possibility of 

damaging work morale. According to Bewley, fairness in various respects is important to good 

morale.  One aspect of fairness is definitely payment. Workers expect firms to compensate them, 
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among other determinants, for qualification, tenure, performance or experience. Further, 

employees anticipate receiving regular pay increases, which reward good work and loyalty. 

Therefore, a pay cut may be interpreted as an affront or a breach of implicit reciprocity. 

Experimental evidence concerning pay cuts and workers’ responses to them is rather 

scarce.  Fehr and Falk (1999) conducted a competitive double-auction experiment to examine the 

impact of low-wage offers on effort. Here both firms and workers can make wage offers and bids 

at first stage. The main treatment has incomplete contracts, where workers can choose effort after 

the contract has been concluded; this allows workers to reciprocate low wages with low-effort 

choices. Indeed, the results show that workers choose low (high) effort levels in response to low 

(high) wages. Workers reciprocate low wages negatively and respond with low effort levels. 

In recent years researchers such as Cohn et al. (2014) and Kube et al. (2013) examined the 

role of pay cuts in the field experimentally, showing that indeed there is a negative effect. These 

field experiments complement the Lee and Rupp (2007) and Mas (2006) field studies using non-

experimental data.  Kube et al. (2013) hired workers to catalog books in a small library. The 

baseline treatment paid exactly the announced wage of €15 per hour. In the main treatment, 

workers were informed right before the experiment, that they would receive an hourly wage of 

only €10.  If workers are exclusively motivated by their material self-interest, one should not 

observe any performance differences between the different treatments. However, if one assumes 

that individuals exhibit social preferences, it is expected that pay cuts decrease productivity. In 

fact, this wage cut decreases the average output by more than 20%. So while the effect of 

increased wages is insignificant or modest, pay cuts have a severe negative impact on output 

quantity. 

To summarize, the reviewed evidence shows that there is a negative correlation between 

wage cuts and performance.  This finding complements the evidence of increasing efforts in 

response to positive wage alterations as stated in the fair wage-effort theory.  Considering both 

negative and positive responses, the question arises: which effect is stronger?  Fehr et al. (2009), 

by comparing wage elasticities of workers’ outputs in different experiments, show that, in 

general, cutting wages triggers stronger responses than increasing them. This means that negative 

reciprocity is stronger than positive reciprocity, a finding reflected in experimental papers 

including Charness (2004), Offerman (2002), and Charness and Rabin (2002). 
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4.4. Worker responses to wage inequality 

The previous subsections show that workers’ effort decisions depend on the perceived 

fairness of their wages.  Survey papers such as Bewley (2002) and Card et al. (2012) have 

indicated that the comparison of one’s wage to those of others is also a major determinant. Cohn 

et al. (2014) conducted a field experiment in which there were workers who performed the same 

tasks.  In the first phase, all workers were paid the same hourly wage; in the second phase, 

workers in the baseline treatment were paid the same wage as before, whereas in the general-

wage-cut treatment both wages were cut by 25%, and in the unilateral-wage-cut treatment only 

one worker’s wage was cut.  Workers reduced their performance in the general-wage-cut 

treatment on average by 15% relative to the baseline treatment and by a full 34% in the 

unilateral-wage-cut treatment. The wage cut in the unilateral treatment is perceived as much 

more unfair than in the general treatment. These results are consistent with both distributional 

concerns and intention-based reciprocity. Gächter and Thöni (2010) find that social comparisons 

matter in the domain of disadvantageous wage inequality. Clark et al. (2010) analyze how a 

worker’s wage history, wage rank within a reference group, and average reference wage affect 

effort provision. The authors analyze both survey and experimental data, which suggest that 

workers use all of this information to determine (or gradually learn) the generosity of a given 

wage offer. These results suggest a nuanced interaction between firm-worker fairness, wage 

inequality, and worker status given by the wage rank. 

Charness and Kuhn (2007) study whether co-workers’ wages influence a worker’s effort 

in the case of unequal productivities.  Every firm employed two workers, a low-productive and a 

high-productive one; these generated unequal returns for the firm given the same effort. It was 

common information that workers had different productivity schedules; however, the exact 

details were not divulged, replicating an important feature of real-world labor markets. In one 

treatment, a worker knew only about her own wage, whereas in the second each worker had 

information about the other wage chosen by the firm. As seen before, a positive wage-effort 

relation is expected and shown. Furthermore, the authors argue that workers may care about co-

workers’ payments and exhibit inequity aversion, jealousy or envy. 
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As usual, effort choices depend positively on one’s own wages. However, there is no 

significant or consistent pattern emerging for the effect of co-workers’ wages. The fact that 

workers do not know exactly how they differ in productivity may hinder social comparison and 

explain this second result, because the wage inequality is not necessarily perceived to be unfair.  

Moreover, the authors point out that it is important to distinguish between saying one cares about 

others’ wages, as with survey comments, and being willing to act differently because of them. A 

worker does not inevitably withdraw effort in this case. Still, firms tend to compress wages when 

both wages will be divulged. 

Abeler et al. (2010) suggests that employers must account for differences in workers’ 

performance with different wages, since high-performing workers could otherwise feel treated 

unfairly. The structure of their game is as follows:  each principal is matched with two agents, 

who exert effort in stage one.  Principals observe the efforts and pay a wage to the agents in stage 

two.  In the equal-wage treatment, principals are obliged to pay the same wage to both agents. In 

the individual-wage treatment these wages could differ. Neither effort nor wages are contractible 

in either treatment.  In contrast to Charness and Kuhn (2007), everyone is informed about the 

efforts, the wages and the resulting payoffs of all players. Abeler et al. find that workers who are 

paid equally provided significantly lower effort in subsequent periods than those who get 

individual wages, with effort levels in the individual treatment almost twice as high. It seems that 

agents perceive equal wages for unequal performance as unfair and thus reduce their 

performance afterwards. In contrast, when workers are paid individual wages, hard-working 

individuals continually exert high effort, and low performers change their behavior and increase 

their effort levels. 

Both of the above experiments indicate that unequal wages might influence performance 

negatively only in the case of equal productivity of workers. Therefore, in some occupations, 

where individuals differ only slightly in productivity due to technological reasons for example, it 

might be optimal for employers to pay a flat wage. In the case of unequally productive workers, 

wages that account for these differences are necessary to avoid dissatisfied workers. 

And yet equal-ability workers can be satisfied with unequal pay under some 

circumstances.  Georg et al. (2010) conduct an extremely clever implementation of the single-

principal, multi-agent model introduced by Winter (2004).  Each agent works on an individual 
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task within a joint project, where the probability of the project’s success is determined by the 

efforts of the agents.  Critically, the technology has increasing returns to scale.  The payoffs are 

set so that it is a dominant strategy for one agent to exert effort, it is a dominant strategy for a 

second agent to exert effort if the first agent exerts effort, etc.  Despite the fact that equal-ability 

workers receive different pay for equal effort, the results show that a higher proportion of groups 

of workers exert full effort.  In this case, individual incentives and social efficiency override the 

issue of inequality, consistent with the Charness and Rabin (2002) model. 

5. Summary 

This literature review has discussed empirical evidence on financial and non-financial 

motivations for worker effort. Although the neo-classical principal-agent model suggests that 

stronger incentives should always lead to higher effort, evidence suggests that in certain cases, 

this monotonic relationship does not hold. Very low levels of pay can induce lower levels of 

effort than no pay at all, particularly in cases where workers are intrinsically motivated to 

provide effort. Providing pay changes the nature of the work relationship and can crowd out 

intrinsic motivation from altruism or pure enjoyment of the task. Additionally, offering a low 

level of pay does not provide strong enough financial incentives to induce high levels of effort, 

thus reducing effort compared to no pay. However, this review has also discussed cases in the 

literature in which this crowding-out effect has not occurred, particularly in online labor markets 

where low levels of pay are typical. This implies that whether crowding out occurs depends 

heavily on the context of the work, the strength of intrinsic motivation, and what is considered a 

“low” level of pay for a particular population of workers. 

This review has also discussed cases in which increasing pay to very high levels can 

reduce effort. This occurs when workers feel a high level of pressure to perform well, causing 

involuntary arousal that reduces performance. However, studies show that these concerns should 

be ameliorated in realistic labor market contexts by both self-selection into high-pressure jobs by 

workers who perform well under pressure, and by experience with performing work tasks under 

pressure. 

Finally, non-financial motivations (i.e., social preferences) play a strong role in 

determining worker effort. In particular, social preferences for reciprocity in worker-firm 
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relationships often influence effort decisions. Workers often react to perceived unfairness in 

wages with reduced effort. In addition, perceptions of fairness depend on expected wages, 

changes in wages from past levels, and perhaps even on co-workers’ wages.  Ignoring non-

financial motivations in the workplace will lead to quite sub-optimal policies; furthermore, 

embracing and harnessing these motivations can result in major improvements in productivity 

and performance. 

An overriding theme across the study of these various financial and non-financial effort 

motivations is that the impact of each motivation depends heavily on context. Indeed, the 

effectiveness of an incentive policy depends on the labor market in question, the perceived 

fairness of the wage, and what workers consider a “low” or “high” wage, among other factors. 

Most past research has had a narrow focus on imposing wage policies in the lab or in the field 

and observing the outcomes, without taking a broad view of where and when each wage policy is 

effective. Further research on these topics should shed light on the contexts in which these 

behavioral effects are most likely to occur among different types of workers, work tasks, levels 

of wealth, and cultural norms regarding fairness. 
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